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Abstract

It is well known that the Poiseuille flow of a visco-elastic polymer fluid between plates or through a tube is
linearly stable in the zero Reynolds number limit, although the stability is weak for large Weissenberg numbers
(Wi). In this paper, we argue that recent experimental and theoretical work on the instability of visco-elastic
fluids in Taylor—Couette cells and numerical work on channel flows suggest a scenario in which Poiseuille flow
of visco-elastic polymer fluids exhibitsr@nlinear “subcritical” instability due to normal stress effects, with a
threshold which decreases for increasing Weissenberg number. This proposal is confirmed by an explicit weakly
nonlinear stability analysis for Poiseuille flow of an UCM fluid. Our analysis yields explicit predictions for the
critical amplitude of velocity perturbations beyond which the flow is nonlinearly unstable, and for the wavelength
of the mode whose critical amplitude is smallest. The nonlinear instability sets in quite abruptly at Weissenberg
numbers around 4 in the planar case and about 5.2 in the cylindrical case, so that for Weissenberg numbers somewha
larger than these values perturbations of the order of a few percentage in the wall shear stress suffice to make the
flow unstable. We have suggested elsewhere that this nonlinear instability could be an important intrinsic route to
melt fracture and that preliminary experiments are both qualitatively and quantitatively in good agreement with
these predictions.
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1. Introduction
1.1. General motivation

In this paper, we reconsider the classical topic of the stability of visco-elastic Poiseuille flow in the
zero Reynolds number limit. Fromvaeakly nonlinear expansiomve find that this flow is nonlinearly
unstable for high enough flow rates.

The first linear stability analysis of the flow of a so-called Oldroyd-B fluid—one of the simplest
continuum models for a visco-elastic polymeric fluid with nonzero normal stress differences, characterized
by a single relaxation timg [1]—was already performed almost 30 years fjoSince the subsequent
careful linear stability analysis of Ho and Def8] it is generally accepted th&piseuille flow of an
Oldroyd-B fluid is linearly stableeven though the stability is weak for large values of the Weissenberg
number Wi), the dimensionless quantity which measures the strength of polymer relaxation effects. The
definition used in this paper for the case of cylindrical coordinates relevant for pipe flow is
Trr — Tzz

Wi =

, 1)

wall

Trz

where the term in the numerator is the normal stress difference of the flow. For the planar geometry, the
indexr has to be replaced by, with the y-axis taken normal to the plates. The term in the denominator

of (1) is the shear stress at the wall. For an Oldroyd-B or Upper Convected Maxwell (UCM) fluid, the
unperturbed flow field""P is simply parabolic, and we get

A

= 4UmaxE . (2)

unp

9
Wi = 25, 2%

r

wall

Here,vmax is the maximum velocity of the unperturbed profileis the aforementioned relaxation time
characterizing the Oldroyd-B or UCM fluid, aritlis the radius of the pipe. For the planar ca@éas to
be replaced by, half the spacing between the plates.

It is well known that visco-elastic Poiseuille flow is linearly stable for well-established models like
the UCM, Oldroyd-B[3] and the Giesekus modpl]. However, there are good reasons to reconsider
the nonlinear instabilityof this flow configuration. First of all, Atalik and Keuningd] have recently
presented strong numerical evidence the visco-elastic Poiseuille flow is indekdearly unstabldor
the UCM, Oldroyd-B and Giesekus model: when they injected the laminar flow field with a perturbation
of sufficiently large amplitude, instead of dying out (like one would expect for a strictly stable flow) the
perturbation grew and saturated at a finite value, resulting in a finite amplitude oscillatory flow. Such
behavior, in which the flow is always linearly stable but nonlinearly unstable, is also calldatatical
instability. A recent experimenjb] also supports this nonlinear instability scenario. Secondly, as we will
discuss in detail itsection 1.2elow, there are actually a lot of indirect indications from well-established
results on visco-elastic Taylor—Couette flow that planar Couette or Poiseuille flow between plates or in
a tube might have a subcritical instability. Last but not least is the following observation: if visco-elastic
Poiseuille flow is unstable, the nonlinear spatially and temporally oscillatory flow pattern it will give
rise to will inevitably result in distortions of the flow after exiting the pipe or slit. In other words, if
visco-elastic Poiseuille flow is unstable for large enoWghit automatically leads to an intrinsic route to
“melt-fracture” type phenomena, a generic name for the fact that a polymer extrudate normally develops
strong undulations or irregularities beyond some critical flow j@&8]. It is well-established that there
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are various mechanisms that can lead to such type of behavior (e.g., stick—slip behavior or exit instabilities
leading to sharkskin type patterfts7]). Most of these can be (partially) suppressed by the proper choice

of material or of the extruder shape and coating. Our main conclusion (in line[4¥itlthat polymer
Poiseuille flow is nonlinearly unstable for large enolWhimplies that melt fracture type behavior is

an unavoidable consequence of a nonlinear instability in the extruder. In this paper, we focus on the
subcritical instability of visco-elastic Poiseuille flow itself. Our arguments and experimental support for
this scenario are summarized in two recent letf@r$0], but the issue is complex and deserves further
experimental and theoretical study. We will come back to it in the future.

As stated, the calculations that we report in this paper give the details of the explicit nonlinear amplitude
expansion for the stability of visco-elastic Poiseuille flow in the case of fixed average pressure gradient
(we consider periodic modulations of the pressure, so there are periodic pressure modulations but the
average pressure drop remains unchanged). We show explicitly that for large vaigbefe is indeed
subcritical behavior, in other words that the flow exhibits a weakly nonlinear instability. Moreover, the
subcritical behavior sets in quite abruptly around a vaMig of order 5 for flow in a tube. This value
is consistent with the value where melt fracture type behavior is normally reported to[6eBinbut
somewhat larger than the critical value of 0.1 found numerically for the related Oldroyd-B model with
viscosity contrast 10° and a Reynolds number of 0}4]. We will discuss the possible origins of these
discrepancies at the end of this paper.

Since the nonlinear amplitude expansion that we will employ has been used mostly in other fields of
physics, and since it involves some unusual subtleties, we present our results in some detail. For the
benefit of the reader not interested in the derivation, we summarize our main reSétdiion 1.3f this
introduction. Before doing so, we first discuss the relation of this work with the Taylor—Couette problem.

1.2. A nonlinear instability scenario motivated by the visco-elastic Taylor—Couette problem

Just over a decade ago, Larson et[&R] investigated the stability of the flow of a visco-elastic
polymer solution in a Taylor—Couette cell, a cell consisting of two concentric rotating cylinders. They
found that in this system the flow does exhibit a well-defined linear instability for some value of the
Deborah numbere), which is analogous to the Weissenberg number. Their calculations were done for
the Oldroyd-B polymer model. In the same paper the predictions were confirmed experimentally by a
series of measurements on a polymer solution which is well described by this model. This work was later
extended by Joo and Shaqfi@i3,14], who considered the more general case of flow in a curved channel.

In the limit of boundary driven flow this reduces to the Taylor—-Couette case, while in the limit of static
curved walls the flow is driven by a pressure gradient (so-called Dean flow). In all these cases, as well
as in the experimentally relevant cone and plate geonjgfyl 6], the flow is linearly unstable at large
enough flow velocities. The main conclusion from this line of research has therefore been that a linear
instability occurs in visco-elastic fluids due to “hoop stresses” if the stream lines are ¢Lrv&8d] This

is confirmed by the observation that the various stability calculations show that the instability threshold
goes to infinity if the curvature of the walls goes to zero. For the Taylor—Couette system, this is the limit
in which the radius of the cylinders goes to infinity; for the Dean flow problem investigated by Joo and
Shagfel13,14]this result is consistent with the weak stability of Poiseuille flow between two parallel
planes.

Inthe last few years, Groisman and Steiné&20]have experimentally investigated the visco-elastic
instability in the Taylor—Couette system in detail. They find very good agreement with the theory for the
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amplitude

‘Weissenberg number

Fig. 1. Qualitative sketch of the subcritical behavior of the visco-elastic instability in low Reynolds number polymer flow in a
Taylor—Couette cell, and of our proposal that the bifurcation curve for the case of Poiseuille flow should be thought of as the
limit in which the radius in the Taylor—Couette cell goes to infinity. See text.

onset of the instability when the polymer flow velocity is increased; however, an important result of
their careful study is that the bifurcation at the critical Weissenberg/Deborah numdigsdstical or
“backward’[20,21]

Groisman and Steinbefg0] have also presented intuitive arguments why the instability in visco-elastic
Taylor—Couette flow at low Reynolds numbers is subcritical. In their arguments the fact that the flow is
occurring between curved walls plays essentially no role: the curvature of the walls is necessary to make
the flow linearly unstable, but the nonlinear positive feedback mechanism that in their picture gives rise to
the subcritical behavior does not rely on the curvature. This suggests the scenario skefképet! the
stable nonlinear flow behavior, indicated in the figure by the full lines, is quite independent of the precise
radius or curvature of the cylinders, assuming the “gap” (distance) between the cylinders to be constant.
The points where the curves touch the horizontal axis correspond to the linear instability threshold. These
points therefore are strongly dependent on the curvature of the cylinders: as indicated in the figure, the
results of the theoretical analy$is3,14,17]imply that they shift to the right as the radiisof the inner
cylinder increases, and that there is no linear instability in the IRnit oo.

The continuity found by Joo and Shaqfgl8,14]in going from the Taylor—Couette flow to the case
of Poiseuille-like Dean flow between fixed curved planes, as well as the intuitive arguments of Groisman
and Steinberd20] strongly suggest that the scenario for Poiseuille-flow through a channel will be very
close to the one sketchedHhig. 1for the limit R4 — oo: the unperturbed flow is linearly stable for any
Wi, but nonlinearly unstable as if there is a subcritical bifurcatiowat= co. Moreover, just like the
rightmost curve forRs — oo approaches the horizontal axis rapidly for sufficiently la¥gie implying
that the threshold for the nonlinear instability is small at |a¥dgie we expect that the threshold for the
subcritical-like nonlinear instability of visco-elastic Poiseuille flow is small for sufficiently |&vgerhe
work done in this paper, summarized in the next subsection, fully confirms this expectation.

It is of interest to note that the scenario we propose here for visco-elastic fluids in the zero Reynolds
number limit has strong similarities to large Reynold number planar Poiseuille flow of Newtonian fluids:
planar Poiseuille flow of ordinary fluids becomes linearly unstable at a Reynolds number of 5772, but
in practice the flow becomes unstable at much lower Reynolds numb2-&f4] Thus, the transition
is subcritical The scenario that has emerged is that the nonlinear branch extends dBert@®500
for two-dimensional perturbations and ke ~ 1000 for three-dimensional flows, and in fact already
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over 30 years agf25—28] an amplitude expansion for planar Poiseuille flow in the spirit of ours was
instrumental in showing that the instability Be = 5772 is subcritical. The scenario we propose for
visco-elastic flow is even closer to the one that is found for the transition to turbulence in Poiseuille flow
of Newtonian fluids in a pipe: although the flow is also linearly stable forReythe flow is nonlinearly
unstable folRe > 1000 with a threshold which decreasedRas ” for Re — oo [29], very much like
we suggest irFig. 1 with the dashed line labeleBl; — oc. The transition to turbulence of Newtonian
fluids therefore shows that whether or not there is a true linear instability is not very relevant in practice,
and we believe that this is true for visco-elastic flows too.

Let us conclude this subsection with the following observation. As noted in the preceding paragraphs, it
is generally accepted that when the stream lines are curved, visco-elastic flow bénearbsunstable
at sufficiently large flow rates. In accord with this visco-elastic Poiseuille flow is linearly stable since its
stream lines are straight: infinitesimal perturbations must and do decay. However, following this same
line of reasoning it is also very natural for visco-elastic Poiseuille flow or planar Couett@tmbrearly
unstablein the presence offinite perturbation, the stream linage curved, and consequently we expect
the flow to be unstable to any finite perturbation for sufficiently large flow rates. This is the essence of
the subcritical instability scenario sketched above.

1.3. Summary of our main result for Poiseuille flow in the UCM model
In this paper, we will consider the limit that the Reynolds number

Re= "V
n/p
is negligible. HereR is a characteristic length scalé for the planar case, the radiisfor the case of a
cylindrical tube) p a characteristic velocity; the density ang the viscosity of the fluid. ARe measures
the strength of the inertial terms with respect to the viscous terms, in theRienif 0 we can ignore
the nonlinear convective terms in the momentum (Navier—Stokes) equation, and make a quasi-stationary
approximation in which the temporal derivatives in the momentum equation are neglected.
As stated before, as the constitutive equation for the polymer fluid we take the so-called UCM model
[1], which expresses the stress tengof the polymer fluid in terms of the shear tenSoi through

(3)

T+t = —n(Vi+ o)D), 4)

where ‘the upper convected derivatl\/é(l) is given explicitly inEq. (19)below, and where. is the
parameter with the dimension of time that characterizes the UCM model.

In this paper, we consider a perturbation of the velocity and stress fields with single waverkumber
along the direction of the flow, and with amplitudé?), i.e.

perturbed fieldsx A(r)e*? + c.c. (5)
where cc. means complex conjugate. Then, in an expansion in powess ofe determine to lowest
nonlinear order the equation fdr,

dA

& = T0®A+ calAPA. 6)
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To linear order inA this equation simply reproduces the tewn(k) of the dispersion relation of a single
mode &% v': although we have to redo the linear stability analysis in order to proceed to the nonlinear
term, in principle this term is already contained in the analysis by Ho and [3nim particular, since

we know that every modeis linearly stable, Inaw (k) < O for all k. The essence of our analysis consists

of calculating the coefficients; explicitly. In particular the real part af; is of importance: if the real

part Recs < 0, then the nonlinear terms increase the damping of the amplitude and the unperturbed
state is, within this approximation, not only linearly, but also nonlinearly stable. On the other hand, if
Recsz > 0, then the nonlinear term promotes the growth of the amplitude, and in particular amplitudes
satisfying

Im w (k)
Recs

|A] > Ac = (7)
grow without bound. Hence, in this approximatiap defined above constitutes thetical amplitude of
the perturbation beyond which the flow in nonlinearly unstable

In our analysis, we do find that indeed for sufficiently large Weissenberg numhgr-R€; we then
determine the value éffor which A is smallest, and take this as the critical amplitude for the nonlinear
flow instability. The value ofd; obtained this way from our analysis is plotted as a functiooh Fig. 2
for the planar case and kig. 3for the cylindrical case. Our normalization is such tHas the ratio of
the maximum perturbation in the shear rate at the wall over one wavelength, divided by the unperturbed
shear rate,

max|[dsv,/dy]
av;mp/ay wall .
As we see frontigs. 2 and 3the overall behavior of the critical amplitude required to trigger the

instability is in accordance with the picture as suggestefign 1: for R4 — oo, the planar limit, the
threshold amplitude is expected to get increasingly small as one incM¥asas indeed it does.

|A] = ®
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Fig. 2. The critical amplitude and the critical stress for the cag#asfar Poiseuille flow of an UCM fluid, as determined from
the weakly nonlinear expansion in this paper.
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Fig. 3. The critical amplitude and the critical stress for ¢iytindrical tube. Note that the critical values of/7;" have been
multiplied by 10 so as to be able to use the same scale.

In Fig. 4, we show the velocity profilév corresponding with the linear eigenmode with wavelength
A = L. 7R in the planar case. This wavelength is close to the one with the lowest instability threshold. The
roll-type structure of the flow-profile (which we also find in the planar case$Sseton 3 has very much
the same structure as the one in the Taylor—Couette cell that according to the arguments of Groisman and
Steinberg20] underlies the subcritical instability in that case—this confirms that essentially the same
mechanism is responsible for the subcritical instability in Poiseuille flow.

An important feature of our results which is of practical importance is that the nonlinear instability sets
in quite abruptly: below some critical valiWi; of the Weissenberg number, the flow in the cylindrical
case is within our approximation also nonlinearly stable assRe 0, while aboveWi. the critical
amplitude, especially the critical amplitude for the shear stress at the wall, drops rapidly to a small value
(as we shall see, the case of planar Poiseuille flow is slightly different). We can make this more precise
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Fig. 4. Plot of the velocity fieldv corresponding to the linear eigenmode of the cylindrical geometry with wavelgngth.7R
atWi = 8. The basic flow profile is in the horizontal direction.
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as follows. In the general scenario, the nonlinear branch where the flow-profile is nontrivial and of the
form sketched irFig. 4, ends at a so-called saddle-node bifurcation point—this is the point marked with
a dot inFig. 1where the unstable dashed branch and the stable branch, indicated with a full line, meet.
For control parameters below the value corresponding to the saddle-node bifurcation, the nontrivial flow
pattern is not dynamically stable anymore. Now, as we extend our expansion only up to the first nontrivial
order in the amplitude, we are unable, from our expansion, to precisely locate the saddle-node bifurcation
point. However, it is reasonable to associate the approximate location with the point whgre-Reln
this approximation, our estimate for the saddle-node bifurcation, and hence for the possible onset of the
modulations in the flow profile and hence in the distortions of the extrudaWigYé ~ 5.2. Note also
that the threshold value for the nonlinear instability drops quite sharply W¥iéncreases beyond this
value: Assuming even careful experiments cannot avoid perturbations of the order of a few percent, we
would expect to actually see the nonlinear statéVavalues somewhat larger thwi?" ~ 5.2 in the
cylindrical tube. This is quite consistent with the Weissenberg Walijevhere according to the literature
[6—8] extrudates typically exhibit undulations and deformations. In the planar case the vmug of
somewhat less sharply defined, according to our results, but for all practical purposes it appears to be
somewhat smaller thaw/i®'. We will discuss the competition between the unperturbed laminar flow
profile and the nonlinear profile further in the concludBection 4

A few remarks concerningigs. 2 and 3which constitute the main result of our analysis, are in order:

(i) Of course, our analysis is only based on an expansion to lowest nontrivial ordgerane may
therefore wonder how much higher order nonlinear terms affect the result f@learly, for small
Wi whereA. becomes of order unity, our results shoutat be trusted quantitatively: higher order
(quintic) terms will change the answer (for the planar case, they may even give rise to the existence
of a true saddle-node bifurcation point). However, for large endd@hour resultscan be trusted
guantitatively. This is because the linear damping terrwlb@comes arbitrarily small at lariy#i (it
varies roughly as Irv ~ 1/Wi), so that then the amplitude expansionAgibecomes nicely ordered.

(i) Since we have only determined the cubic nonlinearity in the equation, we cannot say anything
about the finite amplitude at which the instability will saturate. It is in fact questionable whether
the saturation amplitude can be determined fanyperturbative method. One hint that this might
be possible to a reasonable approximation comes from the experiments of Bertolfl 8114l],
which indicate that the amplitude of the perturbations of the extrudate just Algvis rather
small.

(iif) The scale on the vertical axis it arbitrary. InFigs. 2 and 3ve have plotted the size of the shear
rate perturbation normalized to the shear rate at the wall in the unperturbed case. Using the equatior

maxbral | _ eagl, ©)

Trz wall

which holds both for the cylindrical case and the planar case (wéplaced by), with C(1) anumer-
ical constant defined iAppendix B we show inFigs. 2 and 3he ratio of the perturbed shear stress at
the wall over the unperturbed shear stress at the wall, beyond which the flow is unstable. Note also the
steep drop of the curve fa¥i just aboveWi: for all practical purposes the transition is quite sharp

(iv) Our analysis also yields an idea of the valueaff the mode with the smallest critical amplitude.
For large enoughVi that our analysis can be trusted, we find typical values about twice the diameter
of the slit or the tube both in the planar case and in the cylindrical case. A precise comparison has to
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be based on analyzing the frequency of the flow distortions measured at a fixed position, however,
since the flow distorts upon exiting the die—s®ection 4

1.4. Outline of the paper

We present our nonlinear analysis in some detail for various reasons. First of all, an amplitude analysis
is normally used for problems with a true linear instability; the use of the method for cases like this one
without a true instability involves some unusual nontrivial subtleties. Second, such an expansion makes
use of left eigenvectors of the linear operator, whose behavior and boundary conditions are quite intricate
and worth discussing. Third, the analysis we introduce may be of relevant to other visco-elastic flow
problems as well.

In order to perform our weakly nonlinear analysis, we first have to reanalyze the linear stability problem.
The essential results are summarizedSiection 2 In order to facilitate comparison with the earlier
work by Denn and coworkel2,3], we write the equation for the stability eigenmodes in terms of the
stream function, which satisfies a fourth order linear differential equation. The coefficients that we have
(re)derived for this differential equation are given in appendices, and are the same as those given in the
appendix of2]. A feature not discussed in the earlier work, however, is that there are various eigenmodes
with different symmetries in the vertical direction for the planar cas&dation 3 we first rewrite the
linear eigenvalue problem in a form which is closer to the one usually found in derivations of an amplitude
expansior(30,31] This is then followed by a discussion of the derivation of the cubic nonlinearity in
the amplitude equation. A somewhat special feature of our approach that should be kept in mind is
that normally amplitude expansions are used for an expansion around a true bifurcation point where a
particular mode loses stability. Here the relevant linear modes are always weakly damped. This gives rise
to some slight differences in the formulation.

2. Linear stability analysis

After having formulated the problem for the planar case in the first subsection, we will summarize
the main steps of the linear stability analysis in the second subsection. Detailed expressions for the
coefficients are relegated to appendices. The numerical results for the dispersion relation of the linear
modes are presented in the last subsection.

2.1. Formulation of the problem

We would like to investigate the linear stability of polymeric flow between two plates, separate by a
distance of 2, and through a cylinder of radiu®. The direction orthogonal to the planes will be our
y-direction, the direction of the unperturbed flow will be thdirection—the advantage of this convention
is that both in the planar and in the cylindrical geometry the mean flow is ip-theection. From now
on we take the flow two-dimensional by putting

v, =0, Uy = Uy,z(y7 2), (10)
in the planar case and
vg =0, Uy = Uy, (1 2). (11)
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in the cylindrical case. The first step is the derivation of an expression for the unperturbed flow:

P = (0,0,v""(y)), "= (0,0, v!"P(r)). (12)
The next step is the perturbation of the unperturbed flow:

b =P+ (0, $v,(y), Sv.(y))e*e ), (13)

b = U 4 (8v,(r), 0, Su.(r)), (14)

T = tiljmp + 87 gkzon (15)

We will keep the terms linear idr; andév and write thesty anddv, in terms ofév, (planar) orév,
(cylindrical) and its derivatives. This will give us a fourth order equationségror sv,.. with boundary
conditions. Solving this equation yields the dispersion relati¢h); the imaginary part of determines
the stability of the flow.

2.2. Equations and boundary conditions

2.2.1. The equations
The flow is taken to be incompressible, so that the conservation of mass equation becomes the incom
pressibility condition

V.3 =0. (16)

Moreover, as was already explained in the introduction, since we are interested in the zero Reynolds
number limit, the Navier—Stokes equation, expressing conservation of momentum, reduces to the linear
equation

—%p—%-%:O. 17)

We will take the curl ofEq. (17)to eliminate the pressure. This leaves us with an equation for the
components of the stress tensor. The UCM model describes the stresses in the polymétik fluid

T+ )j(l) = —n(Vo+ (%5)T), (18)
where the stress tens%(rl) is defined in the following wajl]
3 D7 >_+ 3 3 2.
= — — (Vo _F. (V) (19)
Dt

D ] >

— =243V, 20
Dr ot v (20)

Eq. (18jillustrates that the UCM model is characterized by one time constaritich models the polymer
relaxation time. The “upper convected derivativegy) is the simplest frame-independent formulation that
implements thigl].

The UCM constitutive equation only models normal stress effects, no shear thinning. This is illustrated
by the well-known fact that upon using the Ansatz (12)#8F, we find that the steady flow profile of a

UCM fluid is still parabolic,
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2
vy™P(y) = Umax [1 - (2) ] (planar casg (21)
wherevmax is the maximum velocity at the center line. Furthermore, for the stress tensor of the basic

parabolic profile, one finds for the planar case simply

3v:"(y)
e =Ty = (22)
avunp(y) 2
r§;p=—2nx< Zay ) : (23)

All other elements of“"Pvanish. Note thaty; - is nonzero and proportional to the square of the shear—this

is the normal stress effect.
The results in the cylindrical case are:

A2
vlzmp(r) = Umax |:l — <E) ] , (24)
and
av"P(r)
A e (25)
9 unp 2
2P _ —2;7,\( ”Zar(r)) . (26)

The first step in a linear stability analysis is to linearg (18)to obtain expressions for ttée which
are linear insv. At this stage, itis useful to introduce the stream functioiGenerally, the stream function
is introduced by writing (for the planar case)

oD oD
= —, ‘UZ = -, (27)

0z ay

so that the incompressibility conditi¢f6) s satisfied automatically. For linear perturbations of the form
(13)we simply havep = ¢p&*@ ) so that

_00)

Uy

Svy(y) = ikp(y), dv (y) = oy (28)
The stream function is slightly more complicated in the cylindrical case:
ik 10 (r)
—@(r) = dv,.(r), —= = duy(r). (29)
r or
It is also convenient to introduce dimensionless variables
~ wd A ~ Z ~  tumax y
= s k:kd, = —, = ) = - Ian N 30
® . = g & y (plane (30)
for the planar die, and
. wR ~ . Z ~  tvmax r .
=—, k =k =, r= , = — (cylinder), 31
o= R i=5 R £ R (cy ) (31)
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for the cylindrical die. For notational simplicity, we will rename= k,z2 = zand? = t andd = w;
it just means that we have to remember that all lengths are henceforth measured in Unds Bf
inverse lengths in units of/# or 1/R, and times in unites af/vmax OF R/vmax. The imaginary part of
w determines the linear stability of the flow; the flow is linearly stable itdma 0. In order to facilitate
comparison of our explicit expressions for the linear equation, givéppendix B with the expressions
of Rothenberger et 2], we also introduce their dimensionless numB¢g],
S=— = . 32
2 d (32)

Using definition(28) we obtain equations for thé&r in terms of¢(y). Eq. (16)is always satisfied

because of definitio(28), Eq. (17)will give us a fourth order equation fgr(y) of the following form:

" + B3¢" + B2¢" + B1d" + Pogp =0, (33)
where

We used the symbolic manipulation program Maple to find the explicit expressions fg@:tHese
expressions are the same as those given by Rothenberge2dtaaid can be found in the Appendix A.

2.2.2. Boundary and symmetry conditions, planar case
The aim of the linear stability calculation is to determin€) for fixed k andS, such that satisfies
the usual stick boundary conditions:

vy =0, v, =0 at &==+1 (35)
For ¢, these boundary conditions translate into
¢ ==+1 =0, ¢'(6=+1)=0. (36)

Note that we have four boundary conditions, and a fourth order equation. At first sight, one might think
that therefore the equation might have unique solutions foraiky. However, because of the linearity

of the problem, if we find a solution (&), C¢ (&) with C an arbitrary complex constant is a solution of
Eq. (33)as well. We eliminate this arbitrary degree of freedom by setting

¢"(H =1 (37)

Since this eliminates two trivial degrees of freedom which do not affect the solution, it is now clear that
for a givenk andS, one or more unique branches of the complex quatity) will be fixed by the
differential equation fotp.

Because of the vertical symmetry of the problem, eigenfunctions will either be asymmetric or sym-
metric. In the first case the boundary conditions on the center line are

v, =0, vy =0, at&=0 (asymmetrig, (38)

which implies for¢(y)
¢ =0, ¢"=0, at&=0 (asymmetrig, (39)
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and in the second case the conditions are

"1

v, =0, v/ =0 até=0 (symmetrio, (40)
which implies
¢' =0, ¢" =0 at&=0 (symmetrig. (41)

We will explore the stability of both profiles below.

2.2.3. Boundary conditions, cylindrical case

We will take the usual stick boundary conditions= 0, v, = 0 até = +1. In the center we require
v, = 0, v, finite. In terms of¢ we havep = 0, ¢’ = 0 até = 1, and we choosé”’(1) = 1. We
have to be careful in the origin, because of thé fierms in the equations for th&. The boundary
conditions orv imply ¢ = 0,¢’ = 0 at¢ = 0. In order to avoid numerical problems, we use a polynomial
d(E) = arE?/2 + aze3/6 for & € (0, 0.01). At £ = 0.01 we match both solutions by imposing equality of
¢ and the first three derivatives.

2.2.4. Summary of the linear stability problem

In summary, we have to solfeg. (33)with the condition(37) and the boundary conditior{86) and
(39)for asymmetric modes or with the boundary conditi¢@6)and(41)in the case of symmetric modes.
This means that we have to find the two complex parameté¢s), »(k), such that the conditions on
the centerline are satisfied. In the cylindrical case we have to EojvE83)with the boundary conditions
discussed above. This means that we have to find the four complex paragigtersy, a, andas such
that both solutions can be matched together.

2.3. Numerical results

2.3.1. The planar case

We have used a shooting progrdg?2] to find the right parameters and to construct the eigenmodes
corresponding to the two classes of boundary conditions. We present the results below for the range of
k-values for which our program converged essentially to arbitrary precision. For larger valudseof
convergence becomes poorer, but since these larger values do not appear to be relevant for the nonlinea
analysis ofSection 3 we content ourselves with reporting simply the range where sufficient precision
could be reached.

Fig. 5 shows the magnitude of the imaginary part of the eigenvalwé the asymmetric modas a
function ofk and for variousVi. For all values oWi, Imw < 0. As the temporal behavior of the modes
is ase ¥, this confirms that the flow iBnearly stable Especially for largawi, ¢ is very small, which
means that the flow is only weakly stable. This is the reason that we also introduce the dimensionless
temporal decay rate = —Im w, so that the positive quantityis a small quantity for sufficiently large
Wi. This is very important, as the smallnessafill allow us to use an amplitude expansion in the next
section: this expansion is based on an adiabatic approximation for the growth of the amplitude relative
to the intrinsic oscillation of the waves with frequency ®eSince the intrinsic frequency is of the order
of unity in our dimensionless units, the condition for the amplitude expansion to work is that.

We found a second asymmetric mode close to the first one reported.i®. This mode is slightly
more damped than the first one. The two asymmetric modes are shdvign i The symmetric mode
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Fig. 5. Dispersion relation for @ = —¢ of the weakest damped asymmetric modeibr= 4, 6, 12 and 20 in the planar case.

lies between the two asymmetric modes, for, quite surprisingly, we have been able to show analytically
that the symmetric mode obeys

Imaw(k) = 2@ _z_4

=TS T s T wie

so that for the Weissenberg numb&ti = 8 in Fig. 6 the damping rate of the symmetric mode is
¢ = 0.5. For this mode the phase velocity Bé)/k is extremely close to 1, but the precise value has
to be determined numerically. Since the damping rates of all the three modes are very close, the above
analytical result nicely shows that the damping rate of the modes becomes arbitrarily small for suffi-

(42)

—@— asymmetric mode 2
—&— asymmetric mode 1
-0.45 | —<— symmetric mode 4

-e=
|

o

o

Fig. 6. The dispersion relation for the two different linear asymmetric eigenmotlis=ai8 in the planar case, and the symmetric
mode whose damping rate is given exactlytiy. (42)
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Fig. 7. Dispersion relation for the cylindrical case Wi = 4, 8, 10 and 12.

ciently largeWi = 2S. Therefore, our amplitude expansion becomes self-consistent for sufficiently large
Wi.

Once the eigenmode has been obtained numerically, one has the velocity and shear stress fields as :
function of the coordinategig. 8of the Introduction illustrates perturbed velocity field in the planar case
for Wi = 8 andk = 1.5.

Our nonlinear analysis in the next section will be based on using the asymmetric mode which is the
weakest damped. The reason for not basing our expansion on the symmetric mode is three-fold:

(i) The symmetry of the velocity, of this mode is such that it corresponds to a type of undulation
mode between the plates, which does not generalize easily to the case of a cylindrical tube.

(i) The result that the eigenvalue(k) = (1 + 8)k — 2i/S for this mode, withs a very small real
guantity, implies that the factei(x) which appears at various places in the equations foBtlisee
Appendix B, becomes very large near the center. Consequently, the componeriisaime very
large, almost singular, near the center.

(iii) The asymmetric modés the one least damped.

— M —
’::::;i‘\\ & ,14——<—‘\\\ rd
l(#\\\\" ’)“‘\‘ 4
AT IR R TS AR AR
T IFLLANAARSE{8aa0Ns
-~
Ei 33 Ei:::),;:lig )E‘-«\\ki
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Fig. 8. Plot of the velocity fieldv corresponding to the linear eigenmode mode of the planar slit geometry with wavelength
A = 47r/3 atWi = 8. The basic flow profile is in the horizontal direction.
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Fig. 9. The data oFig. 4 plotted differently. Here, the componeht is shown in a three-dimensional plot; it illustrates how the
perturbation is largest at the center of the tube.

2.3.2. The cylindrical case

We now turn to the numerical results for the cylindrical cdsig. 7 shows the magnitude of the
imaginary part of the eigenvalugas a function ok and for varioudVi. As in the planar case, all values
of Wi, Imw < 0. As the temporal behavior of the modes is a¥ethis again confirms that the flow is
linearly stable the decrease afwith increasingVi again confirms that the linear stability becomes less
and less with increasing flow velocity, roughlyas- 1/Wi.

In Fig. 4, we already showed the velocity profié@ corresponding with the linear eigenmode with
wavelength. = 4x/3 in the cylindrical caserig. 8 confirms that the same type of behavior is found in
the planar case; the main difference is that in the cylindrical case, the mode is more confined close to
the center of the tube (see aBig. 9) than in the planar case. This is consistent with the fact that, as we
will see inSection 4the nonlinearly most unstable mode has a shorter wavelength in the cylindrical tube
than in the case of the planar slit. In fact, the roll-type structure of the planar flow-profile is more evenly
distributed over the whole cross-section, its qualitative appearance is closer than the cylindrical one to
the flow pattern in the Taylor—-Couette cell that according to the arguments of Groisman and Steinberg
[20] underlies the subcritical instability in that case.

3. Nonlinear analysis

We will start with an outline of the method that we use in the first section. As we shall see, in important
ingredient that we need to obtain to determine certain solvability conditions is the solution of the linear
adjoint operator. We will discuss the derivation of the adjoint proble®eiations 3.2 and 3.3Ve finally
discuss the numerical results$ection 3.4
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3.1. Outline of the structure of the amplitude expansion

In order to perform the nonlinear analysis it is convenient to rewrite the equations in a vector notation.
We shall develop the framework for the planar case, and then indicate the changes in the cylindrical case
at the end of this section.

Since we only consider perturbations which are independent of the coordiimetige planar case, the
stress componentsy, vy, andry, are all zero, also in the nonlinear regime. We can therefore capture
the nonzero fields in a five-component vectoiwhose components ad,, sv,, 122, 6723 and 57za.
Furthermore, we rewriteqgs. (16)—(18)n the following form:

LV =NV, V), (43)

where/ is the linear operator associated with the linear proble@eaftion 2 and N(V, V) contains all
the nonlinear terms. Thus, the linear problem is simpW = 0, andN(V, V) contains only terms from
the left hand side oEq. (18) for the analysis below it is convenient to takesymmetrized, so that
NV, Vo) = N(Vs, V). Explicit expressions foN(V, V) and £ can be found irAppendix A

Normally, an amplitude expansion is performed about the critical point where one of the modes is
marginal (i.e., neither grows nor decays) for a particular value of the wavenuni®@B1] This critical
wavenumber corresponds to a maximum of the linear dispersion relation. In the present case, the situation
is not quite like this: the dispersion relation does not have a clear maximum, and the linear modes are
always weakly damped. This difference is in practice not a great problem. First of all, we will not be
interested in spatial variations of the envelope; instead, we just pick a particularkmeaie determine
the important one for our analysis at a later stage (through the requirement that the threshold amplitude be
minimal). It is therefore not necessary to expand about a maximum of the dispersion relation. Secondly,
the amplitude expansion is based on an adiabatic decoupling of the fast and slow scales. In this problem,
the fast scale is the period of the modes and the slow time scale is associated with the linear decay
time of the modes. We saw i8ection 2that in dimensionless units, the frequency of the modes is
of order unity, while the damping rate becomes much smaller than 1 for large enodgh Thus,
there is indeed a separation of times scales, and this is essentially all that is needed for the analysis
below.

In fact, for readers experienced with amplitude expansions, we could essentially go ahead pretending
we are expanding about a true critical point where the growth rate of one of the modes is zero, and then
at the end add the linear damping term by hand. Nevertheless, we prefer to formulate the analysis more
carefully by keeping the damping term as it stands.

A linear eigenmode of the equations is of the form

Vo(§, 2. 1: k, ) = Vo(&: k, )€1 = Vo (&: k, )&, (44)

where we have introduced = Rew. Of course, all components &} can just be obtained directly from
the results of the linear stability analysis®éction 2

In an amplitude equation formalism, one can in general also allow for spatial variations of the amplitude
on a slow scale. As we already remarked above, here we confine the analysis to the temporal evolution
of a single modé and its harmonics. We do so for two reasons: first of all, it simplifies the analysis,
secondly, our main goal is to determine whether there is a weakly nonlinear instability. Anticipating
that we will find that there is one, there is then not much to be gained in allowing for slow spatial
variations.
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Our aim thus is to study the weakly nonlinear evolution in time of the amplitudéa single mode of
the form

AN Vo(&; k, w)e™ 1o 4 cc, (45)

Of course, such a single mode is not really a solution of the (weak) nonlinear equation, but the corrections
are automatically accounted for in the amplitude equation formalism and are sld¥é&)l ¥e also note
that because of the normalizati(@v), ¢” (1) = 1, we have

mMax[o:6v; (§)wan] = 2|A| (46)

which, because in dimensionless units the shear rate at the wall in the unperturbed flow field equals
2, leads immediately to the relati¢B) between the maximum relative shear rate distortion at the wall
and the amplitudel. Likewise the relatior{9) between the amplitudg and the maximum shear stress
distortion at the wall follows from the explicit linearized dynamical equations. These identifications are
important in translating our results to real values, as was already noS=ttion 1.3andFigs. 2 and 3

We want to know in particular whether the amplitudewill grow or decay in time when the nonlin-
earities are taken into account. In the amplitude equation formaligmijs expected to depend only on
the slow timescaler, but we have made this explicit, for reasons that become clear below. We have to
keep track of the fact that the true zero mode of our linear opefatsrVy as given in(44). This term
includes the weakly damped exponential faeto¥, and this term is not explicit if45). The amplitude
equation now proceeds by constructing the weakly nonlinear solution by Wi&ing1]

V=e"2V§+eVi+e2Vp+ -, (47)
whereVj is the real quantity defined as the sum
V§ = B(T)Vo + B*(T)Vg, (48)

and where in writingB(7T") we have anticipated that the amplituB@aries on the slow timescale= er.
Note that the real combinatiod is needed because the vectorefers to real physical fields. Once we
have derived the equation f&; comparison witl{45) shows that we should make the association

A & ¢Y°B(T)e . (49)

The other terms i1f47) are then precisely the corrections to the dominant mode which are necessary to
construct a weakly nonlinear solution.
In the subsequent analysis, we have to keep in mindithawith the temporal factor included, is the
true zero eigenmode of the linear operafothe temporal derivatives in the linear operator in fact work
explicitly on both temporal exponential factors in the expreséidnfor V. When substituting the form
(47)in the equations, we then also have to account for the time derivative&9f For a product term
of the form B(T )e~'" we then have
—iwt —iwt
WBDE™) _ gy i IBI)
ot ot oT

which we can simply summarize by making the substitution> 9, + £d7 in all the time derivatives in
the linear operator. Since only first order time derivatives enter the linear op£raterget an expansion
of £ of the formL = Lo+ ¢L7.

(50)
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The amplitude expansion now proceeds by substituting the expansiodsaiod (47) for V in the
nonlinearEq. (43)and collecting the terms order by ordersirFor the first three orders i we get:

orders¥?:  LoV§=0, (51)
ordere': LoV = N(V§, VY, (52)
orders¥2:  LoVo+ Ly VS = N(V§, Vo). (53)

Eq. (51)is satisfied identically, as it should, becawggs the sum of two terms with wavenumbeand
—k which are both zero eigenmodestfThe components of thig(€) follow from the numerical results
for ¢ of Section 2We can now solvé&q. (53)to find V. This gives us

Vi = B¥(T, 1)@ *&e =21y, (£) + C(T)Vy + C.C. (54)

where we have to find the vect®%(y) numerically, becausM(V) contains only quadratic terms. The
second term is allowed with arbitraty, sinceV; is a zero mode of the linear operatfy; it will not be
needed in the subsequent analysis. In principle, there would also have to be an additidhgdrm, but

this term is identically zero for the case of the asymmetric boundary conditions of interest herd;0Once
is known, we can proceed txq. (53) in this equation, the operatdy; works onB(T) and its complex
conjugate only: we can write the equation as

LoVo+ (VoL B + VoL B*) = N(Vp, V). (55)

This equation determines the time derivativeBathrough a solvability condition: since the operafiy
has a right zero mode, it can be solved if and only if the other two terms in the equation are orthogonal
to the left zero mode aof [30,31] This requirement gives us the desired equation®fdf’. To make
this explicit, we first have to define the adjoint problem and an inner product.
We define a space of 5-dimensional vector functions of the three varighlesdr,

Q={f:R=> RY: f = f(& ndkeony, (56)

The components of the functions satisfy the physical boundary conditions discusse&eation 2
Furthermore, an inner produton £2 is defined:

1 1 2 2/ k 2 21/ w, 5
=5 [ [ e [ ae Y wiennncan. (57)
2)1 "k Jo o, Jo =

On this space of functions, an adjoint operatéris defined such that

Iw, Lof) = IL3w, f) (58)

for every functionf in £2. Because the adjoint operator is obtained through partial integrations with
respect t&, the requirement thgb8) does not yield any boundary terms from these partial integrations
yields the appropriate boundary conditions for the functigms the adjoint space. We will state these
explicitly for our case irSection 3.2

Let Wy be the zero mode dl‘,g. The solvability condition applied t5) then becomes
I(Wo, N(Vg, V1) — VoLrB — V{B*) = 0. (59)
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Let us focus on the term witB; if we write

Wo=Y_ gu(y, T ne"*=o, (60)

meZ

we see that we only need the term with= 1, since the inner product i{b9) is seen to vanish for all
other terms after the-integration is performed. For the same reason, we only need the terms which are
proportional to 8-« from N(Vy, V1). Using this we obtain the following equation for the derivative

of B:

1 1
5 | deWs. ~Lr+ 1BRBNYG, Vi) = O (61)
-1

The complex conjugate of this equation is obtained from analyzing the termBiiin (59).
In (59), we have used the approximation thas sufficiently small that we are allowed to write

21/ w, 21/ w,
/ dt B(T)e *'(-) = B(T)e‘”/ dr(-). (62)
0 0

This is nothing but the usual adiabaticity assumption. As we have sha8&xiion 2 this approximation
is justified for largewi. We can summarize tHeg. (61)in the form

drB = co| B|?B, (63)

wherecs is a complex quantity which is obtained from working out the two inner product terms. We
can now translate this result back into the lowest order nonlinear equation for the amplitlugen
combining(49), and(63), we finally get

A =—eA +c3|AIPA, (64)

which is nothing bugg. (6) of the Introduction in dimensionless units. As discussed there, the sign of
the real part of3 determines whether or not we are dealing with a subcritical bifurcation.

In the following sections the boundary conditions of the adjoint problem are derived, and we then
proceed to solve adjoint problem and to determine

The framework laid out above can be extended rather easily to the case of the cylindrical tube. In that
case we consider axially symmetric perturbations only, so thatdodmdz,, vanish; note, however, that
Tgp IS NONVanishing in this case. The vectotherefore now has six componenis,, v, 8t , 8Tz, 6To
andst,,. Apart from this change, the structure of the expansion is essentially the same, except for trivial
changes like the fact that the first integrationsi) should now be taken over the two-dimensional scaled
radial coordinaté.

3.2. The adjoint operator and associated boundary conditions

In this section, we will calculate the components of the adjoint operégorusing the defining
Eq. (58) We will follow again the planar case, and indicate the major changes for the cylindrical
case at the end an in the appendices. Writlig= (v1,...,v5) and W = (wy,..., ws) We
have
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0yv1 + 0,02
9y0:v3 + (82 — 92)v4 — 9,05
LoV = Cvy + Avs . (65)
Dv1 + Evy + Bus + Avg
Fv, + Guy + 2Bug + Aug
The various functions and coefficients in this expression are givApiendix A We will illustrate the

structure of the calculation by analyzing two term3@¥, £,V), and simply state the results for the other
terms. One term we get i83Av3:

/ wiAvs = / wi(L+ 3, + 3S02(6)d,)vs

— / (1 -8 — 3Sv0(&)d,)whvs + 1S / 3. (wivs) + / 3 (wivs3). (66)

Both integrals on the last line vanish, the first one because the integrand is azpdeiaative of a term
which is periodic inz, the second one because the integrand is a paitietivative of a term which is
periodic inz. Thus, we simply obtain

/ w3Avz = /(l —0; — %Sv?(y)az)wgvg. (67)

In short: we pick up a minus sign for every partial integration and in performing the partial integrations we
get, in general, boundary terms which have to vanish. In the above example, the boundary terms trivially
vanished because of the periodicity of the terms with respectatad z, but the partial integrations
with respect t& do not automatically vanish. In particular, from the various terms we get the following
boundary conditions:
wzv1(1) — wizvi(=1) =0,
wZvl(l) + wZvl(—l) = 0,
wyv2(1) — wyva(—=1) =0, (68)
wzv2(1) + wzva(—1) =0,
wiv1(1) — wivi(=1) =0,
and
w50,v3(1) — w5d,v3(—1) =0,
w50,v4(1) — w30yv4(—1) =0,
0ywsv4(1) — d,wiva(—1) =0,
w50;vs(1) — w5d,v5(—1) = 0.

(69)

The first set of condition§68) is always satisfied, becausesatisfies the boundary conditions of the
original problemw(£1) = v,(£1) = 0 andva(+1) = v, (£1) = 0. By settingw, = 0 at{ = +1, we
have only one condition left of the second set:

(D wiva(l) — dswa(—1)*va(—1) = 0. (70)
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In order to understand how many boundary conditions we need to impose, it is good to realize that
the operatotZ actually works on physical, and hence real functions; thus, we need the real part of this
combination to be zero. Thus, we can still choose the phases of both amplitudes: we use this freedom tc
set the phase difference between the adjoint solufigrand the solutiorV/ such that the combination
w5v4(1) becomes purely imaginary. This shows us that if we impose

Re(9:w5l1va(1) — dgws|-1va(—=1)) =0, (71)

all conditions are satisfied for physical functions. We can givevalh terms ofw, and its derivatives.
This gives a fourth order equation far, which we solve using a shooting method. We will discuss the
appropriate symmetry conditions in the next section.

In the cylindrical case, we needb to be bounded. In the present case, this can be achieved by putting
w2(0) = 0, wj(0) = 0. These conditions are satisfied if we expandt) = a1£ + %a3§3, for0 < x <
0.01. Furthermore we can set = 1 to eliminate the degree of freedom we have. This leaves us with one
shooting parametetiz. We again have the boundary condition thatvanishes on the wally,(1) = 0.
We chooseis such that this condition is satisfied.

3.3. Symmetry of the solution and the adjoint solution

As we discussed in secti@®ection 2the linear planar mode that we investigate is asymmetric, which
means that its symmetry is

V(&) = (odd, even even odd, even (72)

which can be verified, se®ppendix B For the adjoint solution, we have also have two zero modes with
different symmetry,

WP (&) = (even odd even odd, even, (73)
and
W2 (£) = (odd, even odd, even odd). (74)

It turns out that for our choice of the linear mo¢i&2), the second modWéz) does give a solvability
condition. This can be seen as follows. Only the last three components of the Wexdntain a derivative

dr. Thus, only the overlap of the third, fourth and fifth componenitgfandVy comes in; because of the
symmetry of the opposite symmetry of the components, all these integrals vanish. The same holds for the
N-term, and hence the solvability condition is trivially satisfied. As a reﬁ(g}), is the adjoint zero mode

which gives the nontrivial boundary condition. The oddness of the compansdstthen guaranteed by
taking

wa(0) =0, wh(®) =1,  wj(0) =0. (75)

These conditions, together with the boundary conditign-at+=1 completely fix the adjoint zero mode.
As with the linear problem discussed $®ction 2 we solve the differential equation together with the
boundary conditions with a shooting method.

In the cylindrical case, we have just one single mode, also for the adjoint problem; the boundary
conditions that we already derived above for the cylindrical case are completely analogous to the above
boundary condition§75).



B. Meulenbroek et al./J. Non-Newtonian Fluid Mech. 116 (2004) 235-268 257

3.4. Numerical results

In summary, the nonlinear teray whose real part governs the weak nonlinear stability is obtained
numerically as follows. We first solve the fourth order equation for the stream funggioterived in
Section 2This gives us the components of the vedtgi€). A second routine of this program generates the
term N(Vp, Vp) too. A second program calculates the stream funepipof the inhomogeneousqg. (52)
from which we obtain the components of the vecka(y). A third program solves the adjoint problem
and gives the vectoW,. Because we hav#y ~ €k v ~ kot gndy, ~ 2iketen e have
trivial z andr integrations in the inner produ@®1). Theé-integration is done numerically from O to 1
because of symmetry. This then gives us the coefficignt

We first discuss the cylindrical case. Fig. 10 we plot the value of the critical amplitudé.(k),
determined froncs by Eq. (7) as a function of the wavenumbegrfor three different values of the
Weissenberg number. The curves illustrate thatVibr> Wi, there is a band of wavenumbers where
Recz > 0 and that hence there is, in our approximation, a critical amplitude beyond which the flow is
unstable. The sharp rise of the critical amplitude at the edges of the bands sheignlifiis caused by
Recz — 0. Note also that fowi = 7.5, the critical value still has a rather sharp minimum rieaf 4,
but that for increasing values Wi the bottom of the band flattens rapidly. For decreasing valu¥gi of
especially wheWi approaches about 5, the band likewise sharpens; we will see this from a different
perspective below.

Fig. 10also shows the behavior of the critical amplitudlgk) as a function ok shows rather com-
plicated structure. FOWNi = 7.5 there is a plateau in the critical value #§(k) aroundk = 2.7; upon
increasingWi, this plateau shifts and disappears, whereas the absolute minimum of the curve shifts to
smallerk values while a new minimum develops at largeflready atwi = 8.25, the two minima almost
correspond to the same valuesAy, but for slightly largeti the minimum at largek value becomes
the absolute minimum. This is further illustratedrig. 11, where we plot the values afcorresponding
to the absolute minima of the curves, as well as the values corresponding to an amplitude 1.1 times the

—o— Wi=75

1. L —B—Wi=8.25
5 ——Wi=95

05t

Fig. 10. The value of the critical valug; as a function of the wavenumbiefor three different values of the Weissenberg number
(Wi) for the case of the cylinder.
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Fig. 11. The value of corresponding to the minimum value of the curve&ig. 10as a function ofVi, and the values of at
which the amplituded is 1.1 times the minimum value. The jumps of the curves are due to fact that a citvesfa function
of k has several minima.

minimum value, as a function dVi. The figure illustrates that betwe&Mi ~ 6.5 andWi ~ 8, the
minimum of the curve shifts to smallérvalues, but that around/i ~ 8 a local minimum at higher
k-values becomes the absolute minimum.

As explained irSection 2.2.4our normalization is such thatis the maximum perturbation in the shear
rate at the wall over one wavelength, divided by the shear rate at the wall of the unperturbed parabolic
profile (Seeqg. (8)). Upon increasingVi, the minimum values of the curves, which were already plotted
in Fig. 3, quickly decrease. As we already mentioned in the introduction, we have also analyzed the
critical value for the relative shear stress perturbation at the wall beyond which the flow is unstable [see
Eq. (9). The data for this ratio as a function &ffor the same values of the Weissenberg number as
in Fig. 10are shown inFig. 12 There are several important things to note about this figure. First of
all, the curves of the critical shear stress perturbation have just one minimum, contrary to those for the
critical shear perturbation, and secondly, the values for the critical shear stress perturbation are typically
a factor ten smaller than those for the critical shearFig 12 shows, forWi = 9.5 a perturbation
of about 1% in the wall shear stress is sufficient to render the flow unstable. This is Wiy. iBthe
values of the critical shear stress amplitude (the values corresponding to the minima of the curves in
Fig. 12 are multiplied by 10 to draw them on the same scald as-inally, we note that the edge of
the band of unstable shear stress perturbaticisshe same as the edge of the band of unstable shear
perturbations—this is simply due to the fact that the edge of the band is marked by the point where
Rec; = 0.
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Fig. 12. The values of the dimensionless shear stréms/ond which the flow is unstable in the cylinder, as a functioh fofr
the same three values @i as inFig. 10

In Fig. 13we plot the band in which modes are nonlinearly unstable beyond some critical value as
a function ofWi. This figure clearly illustrates that the width of the band vanishe&iat Wi, ~ 5,
since below this value Rg < 0 for all k. This figure is somewhat reminiscent of the so-called “Busse
balloon” of Rayleigh-Bénard convectidB0], but one should keep in mind that the interpretation is
slightly different as we are dealing with a subcritical (inverted) bifurcation. Thus, the regions marked
“Stable” indicate the regions in the diagram where the perturbations with a wavenkimnb&at region
are nonlinearly stable in our approximation. The basic Poisseuille flow profile is, however, nonlinearly

12

1

10

Fig. 13. Plot of the width of thé-band where the corresponding modes render the basic cylindrical Poiseuille flow nonlinearly
unstable. The dashed line indicates thealue of the mode which is most unstable to shear perturbations, i.e. the minimum of
the curves plotted ifrig. 10
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unstable at alWi. to modes whose wavenumber lies in the band marked “Unstable”. In reality, we expect
that the flow pattern will settle to some kind of stable nonlinear behavior dominated by modes in this band.
Although the band of unstable modes widens toward skiafilues forWi between 6 and 7.5—a
feature which is related to the plateauRig. 10for Wi = 7.5—at flow rates (Weissenberg numbers)
about 50% beyond the critical value, the band of unstable wavenumbers ranges from just over 2 to a
value somewhat larger than 4. Although with our expansion to cubic order in the amplitude we cannot
probe the stable nonlinear patterned flow regime nor the nonlinear selection of the wavenumber (it need
not correspond to the most unstable mode), it seems reasonable to assume that the wavenumbers of t
pattern in the tube will lie in the range identified Big. 13
Because neali. the critical amplitude is relatively large, and again because we have only expanded
up to cubic order, one has to interpret our results Meémwith caution. Nevertheless, our results appear
to identify the location of the saddle-node bifurcation to nontrivial flow patterns\Wear 5. Since the
band of unstable modes in this limit is very small, it appears likely that if one follows the nontrivial flow
pattern down to this value, its wavenumber is should be close to the value where the Band &closes,

Wi~ Wi~ 5: =k~ 3.75, (76)

since the basic profile is then nonlinearly stable to perturbations with wavenumber that differs significantly
from this value. In dimensional units, this implies for the wavelengthf the pattern

. . 27 R
WirxWi;~5: A~ — ~17R. 77
¢ 3.75 (77)

Itis important to keep in mind thatis the wavenumbensidethe cylindrical tube. If the (near)periodic
flow and stress patterns inside the tube indeed cause the surface undulations that are the first stage leadi
to melt fracture outside the tube at larger flow rates, then one should keep in mindithabt the
wavenumber of these surface undulations. For, the polymer extrudate swells upon leaving the tube, anc
the flow velocity profile of the polymer becomes essentially constant after leaving the tube. A better
way to compare our theory with measurements on the extrudate is therefore to compare the (dominant
frequency of the undulations: since no oscillations will disappear at the outlet of the tube, the frequency
measured inside the tube must be equal to the frequency with which the extrudate width oscillates after
flowing out of the tubg10]. Of course, the frequency of the oscillations on the nonlinear flow branch
corresponding to the solid line Fig. 1 cannot be obtained precisely from our expansion; assuming that
the nonlinearities do not change this frequency too much, we estimate it from our results for the linear
modes. From our analysis of the linear eigenmodé&siction Ave find that the dimensionless frequency
Im w of the modes is to a very good approximation (better than to a percent or so) given by

0.93
Imw =% Wi (78)
This result implies that for large Weissenberg numbers, the phase velocitydrapproaches 1. Since
according tq31)we measure velocities in units ofx this means that the periodic stress pattern moves
essentially with the maximum velocity of the flow in the large Weissenberg limit. This indicates that the
linear mode more and more concentrated near the axis of the tube foWargbe above result gives as
an estimate for the frequengyin dimensional units

(k — 0.93/Wi)

27 R (79)

S = Umax
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Fig. 14. Plot of the critical amplitudg. as a function ok in the planar case for three different valuedht

Finally, using that we expect the transition to occl\& ~ 5 andk ~ 3.75, and that for the unperturbed
(parabolic) profile of a UCM fluidmax = 2v4, With vy, the average flow velocity in the tube, our estimate
for the frequency at the transition becomes

F~113" (attransition. (80)
R

It is important to realize that this estimate is based on the assumption that the frequency (or phase
velocity) does not get renormalized significantly by the nonlinearities. This is maybe not unreasonable
near threshold, where the amplitude of the periodic modulation of the pattern will be smallest (keep
in mind that since we are dealing with a subcritical bifurcation, the amplitude near threshold remains
finite).

Especially further above threshold, we expect the renormalization of the frequency to be significant.
Although this cannot be calculated from our first nontrivial nonlinear term in the amplitude expansion,
we can reasonably estimate the frequency at valu@éi off the order of 50—-100% above threshold, say,
as follows. As we noted above, in this range, the band of unstable wavenubhtaeiges from just over
2 to about 4.5 (se€ig. 14). It is unlikely that the range of wavenumbers will change drastically due
to nonlinear interactions, since according to our calculations outside this range both the linear and the
cubic term in the amplitude expansion are stabilizing. On the other hand, the frequency of oscillations,
if one studies the pattern in a fixed lab frame, will get strongly renormalized: once the pattern gets well
developed, we expect (but have no proof) that the nonlinearly modulated profile moves vattethge
speedvy, rather than with the maximum speed of the unperturbed parabolic profile (keep in mind that in
linear order, the periodic linear eigenmode does not affect the average speed, as it averages out to zero ove
one wavelength, but that this does not remain true in nonlinear order). Which particular wavenumber will
be selected nonlinearly (or whether in fact a well-defined sharp wavenumber will be selected nonlinearly
in a carefully controlled experiment) we do not know, but with the assumption that it lies in the unstable
bandkmin < k < kmax @and that it moves with the average speed, we get the following estimate for the
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Fig. 15. Plot of the critical amplitude, as a function ok in the planar case for three different valuedhit

dimensional frequendy

kminvav kminvav
/| E L 2= 81
2rR "~ RS 27R (81)
which gives
0.3vgy 0.72v4y
< F< . 82
eSS (82)

We finally turn to a brief discussion of our results for the case of a planar slit. The main difference
between the cylindrical and planar case is that in the latter case, the coefficignsR&vays found to be
positive. This is also illustrated Hyigs. 14 and 15~hich show that in the case of the planar slit there is
no finite band of nonlinearly unstable wavenumbers for the critical shearHigtel@ and critical shear
stress Fig. 15 as a function ok. Note also that in both cases these curves just have a single minimum,
contrary to what we found for the cylindrical tube. As a result of this, the wavenumber corresponding the
minimum of the amplitude shear rate critical valdgnow decreases smoothly witli, seeFig. 16

The absence of a finite band of wavenumbers and of a valifé dielow which Re:s < 0 for all £
(as in the cylindrical case), appears to have fewer practical implications than one might expect at first
sight. After all, the overall behavior of the minimal value of the critical amplitudes as a functidfi of
shows quite the same behavior as in the case of the cylinder, cofigar® and 3upon decreasingi,
the critical values rapidly decrease belgW ~ 5. As we have stressed before, our expansion ceases to
be valid in this regime wherd. becomes of order unity. We expect that in reality there is also a true
saddle-node bifurcation point where the branch ends in the case of planar Poiseuille flow; possibly, our
results indicate that in the planar case the corresponding critical Wélue lower than in the cylindrical
case. However, our results do imply that it is difficult to make a prediction for the wavenumber near
this (presumed) critical value than in the case of the cylinder. Nevertheless, since the wavenumber of the

3 Note that the band extends to slightly smaller values at flow rates about 50% beyond threshold. In this range, the lower
estimate for the frequency might be better replaced.B§Q,/R.
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Fig. 16. The valué. of the wavenumber corresponding to the minimundghs a function ok for the case of planar Poiseuille
flow.

mode whose threshold to nonlinear instability is smallest is about 1.8, it seems reasonable to expect for
the dimensional wavelength near threshold

Wi ~ Wi : ¥ig ™ 3.5d, (83)
where the width of the slit equalg/2Like for the case of flow in a pipe, according to our linear results the
phase velocity is very close to the maximum velocity at the center line between the plates, so the above
result for the most likely wavelength near threshold yields a frequency of abauyy2/. However, since
we do not find a finite band of unstable modes above threshold, it is difficult to determine the range of
frequencies expected further above threshold, even though we do expect here too that the patterns move
roughly with the average velocity.

4. Discussion and outlook

In this article we have shown that for the simplest model of a polymer fluid with normal stress effects,
the UCM model, Poiseulille flow through a planar channel or cylindrical tube becomes weakly nonlinearly
unstable for Weissenberg numbers somewhat larger than unity. Stated differently, since the UCM model
only includes the essential normal stress effect, we find that the nonlinear flow instability is character-
izedby the Weissenberg number gréynd the phenomenon appears to be very robust in that almost any
more complicated polymer fluid model that includes normal stress effects will exhibit the same insta-
bility in the same range of Weissenberg numbers. We presented evidef@cgdhthat this instability
yields an intrinsic route to melt fracture behavior in the absence of other mechanisms such as stick—slip
phenomena.

One should also keep in mind that our expansion is only carried out to lowest order in the nonlinearity,
so one may wonder about the robustness of these results as long as higher order terms in the expansiol
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are unknown. Investigations of these issues for Couette flow and Poiseuille flow are underway and will
be reported in due course.

The critical Weissenberg number we find is a factor 10 larger than the values for which Atalik and Ke-
unings[4] observed self-sustained quasi-periodic oscillations in their numerical simulations of Poiseuille
flow. The two results are not necessarily inconsistent however: while all of our calculations apply to the
UCM model, their simulations were done for the Oldroyd-B model, with a viscosity ratio of 46d
Re = 0.1. Moreover, Atalik and Keunings added a stress diffusion term to their equations to improve
numerical stability. Further analysis is clearly necessary to investigate the effects of these differences—a
detailed comparison of the simulations with the amplitude expansion results for one and the same model,
is called for.

Just above the onset of a well-defined linear (or “supercritical”) instability threshold, the wavelength
of the pattern is well-defined: upon approach of the threshold, the wavenumber of the pattern approache:
the wavenumbek. at which the instability sets in. Here, however, it is more difficult to draw sharp
conclusions about the wavelength of the pattern close to onset. First of all, our expansion cannot be
fully trusted quantitatively for Weissenberg numbers of the ordéN@f as the damping rate is large
there, not small as is needed in our method. This technical caveat aside, one should keep in mind tha
once the instability sets in the nonlinear flow behavior which will develop cannot be addressed by our
expansion method. Hence it is difficult to rule out the possibility of nonlinear interaction terms changing
the velocity of the patternin the die to a value different from the one we have assumed, namely the average
flow velocity v,. If on the other hand the flow pattern stabilizes in some weakly nonlinear regime, then
one would expect its wavenumber to be close to the onset value we calculate and the frequency to be
close to the one we have estimatedtip (80) As a rule of thumb, the wavelength of the undulations of
the extrudate is typically about twice the diameter of the die.

In conclusion, our nonlinear analysis establishes the nonlinear flow instability essentially beyond
reasonable doubt and predicts onset values which are consistent with those reported experimentally
[3,8,10,11] Moreover, the hypothesis of highly similar subcritical behavior in Taylor-Couette geome-
tries [19,20] and Poiseuille flow (and hence possibly melt fracture) is fully confirmed by our calcu-
lations. Indeed, the similarity between the flow field perturbation showrign 8 and the roll-type
pattern which Groisman and Steinberg have argued gives rise to the subcritical nature of the insta-
bility [20] in Taylor—Couette flow is striking. From this perspective, the only difference between the
two cases is that the general mechanid®,17,18]that in visco-elastic flows the curvature of the
streamlines makes the flolinearly unstableis operative in Taylor—Couette cells but obviousipt
in Poiseuille flow. Nonlinearly, the two flows appear to be much more closely connected. From this
perspective, the evidence for “turbulence without inerilz8,34] as a result of these elastic effects is
intriguing.
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Appendix A. Explicit expressionsfor the operator £ and the nonlinear term N
In this section, we give the expressions for the operafcaad N from the equation
LV =NV, V),

in the planar case and the cylindrical case in dimensional form.
For the planar case, we have

d 9 O 0 0
0 0 9,0. 92— —dy0;
£L=]|c o0 A 0 o |,
D E B A 0
F G O 2B A

where the operators — G are defined in the following way:
A =1+ 23 + 20,
dy
C = 2(ndy — ATy()d.),

B=—

k)

ato(y)
D =no, — A (‘L'Sz(y)aZ — gzy ,

E = no,,
F =2.3,7°()2

G = —20(15()0; + 19,(»)d,) + 219

and
N1 =0,
Ni1 =0,
0T T v, v
Na= | —v. 22 — .2 1o 22 el ’
3 ( Ya Zaz+ <8y W+ 3nyz
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(A.2)

(A.3)

(A.4)

(A.5)

(A.6)
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(A.8)

(A.9)
(A.10)

(A.11)

(A.12)

(A.13)
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For the cylindrical case, we get

1
(11 o 0
-
1
0 0 @(&+—>
-
L=1 5 o A
cC D E
F 0 0
G H 0

where the operatord — M are defined in the following way:

A =1+ 23 + 22(r)d,,

80
B:Z«&+A%m&»
or

FPv2(r) A n2(r)

C:n(BZ—k

or? roor
D = nar’
EZ:_A&QQX
ar
2
F=21
.
GZ_%ﬂ&&nyﬁm’
or or?
ao(r)
H = 2n0, + nx 20, + 4\
r
[ 220
or

1 1
K=-20,+5 -0+,

r r .

1
M=-"-9,

r

and the vectoN has components
N1 =0,
N, =0,

0 0 O

0 M —d,9,
oo o |
A 0 O

0 A O

I 0 A

70(r)\ 2
+ 212 (vz_(r)> 8z) ,
or

no(r)

2 |,
or Z)

(A.14)

(A.15)

(A.16)

(A.17)

(A.18)

(A.19)

(A.20)

(A.21)

(A.22)

(A.23)

(A.24)

(A.25)

(A.26)
(A.27)
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0Tyr 0Ty v, v,
—v,— —v,— +2— 2— ,
! or vz 0z + or i 0z Trz)

0Tz otz Jv, v, v,
Tzz+ — Tz — 7Trz )

or <oz or or

(
(
( 0t T v )
(

2"
or vz 0z + r o
81'22 81'22 8vz avz
-V — —v,— + 2 — — .
! or vz 0z + ( or oz 0z fzz

Appendix B. Explicit expressionsfor the coefficient g;

The coefficients of the equation for the streamfunction in the planar case:
Bo = k2(k? + kS + 2k>S?E? — GIC(£)kS3e% — IC()KS + 3C(£)S?
+ BIC(£)%kS3E? + 4C(£)2S*h2E" + 2C(8)%k?S%E?),
B1 := 2k2SE(ik — 2S + 4C(§)S — 2iC(§)kS2E? — IC(&)k — 2C(£)%S + 2iC(£)%kS%E?),
B2 := —k(3iS + 2k + 2kS2E% — 3IC(£§)S — 4C(£)kS?E? + 2C(£)%kS%E?),
Bz 1= 2K[SE(—1+ C(§))],

2

€= rksa—e—o

where the complex dimensionless coefficieat w/k is used by Rothenberger et {].
The coefficients of the streamfunction in the cylindrical case are

Po 1= k*(k — AIC(6)S’E" + A[S"E"C(6)* + 2AS*E>C(£)° + 4IC(§)°S’” + 24£°S7)),

—2S2E%? 4 2k2E% — 2iIk3EASC(§) — 3+ 4S%E4C(&)K? + 2ik3E?*S
— 2C(£)°S?%? + 4ik3°C(£)?S® — 4ik3°C(§)S?

p1 = £ :
. —3 — 4S2EAC(&)k? + 2C(£)2S?%E%%k? + 2k2E? + 2S°£%k?
p2 = — 2 :
—ik&2S — 14 iSE2C(&)k
3 .= 2 >
§
1
C®) =

1+i/2kS(L—82—¢)
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